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Detection with natural language queries
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Figure 5: Qualitative detection results of DBNet with ResNet-101. We show detection results of six different text phrases on each image.
For each image, the colors of bounding boxes correspond to the colors of text tags on the right. The semi-transparent boxes with dashed
boundaries are ground truth regions, and the boxes with solid boundaries are detection results.

Prune Phrases Finetune Localization Detection (Level-1)
ambiguous from other visual Recall / % for IoU@ Median Mean mAP / % for IoU@ gAP / % for IoU@

phrases images pathway 0.3 0.5 0.7 IoU IoU 0.3 0.5 0.7 0.3 0.5 0.7
No No No 30.6 17.5 07.8 0.066 0.211 35.5 22.0 08.6 08.3 03.1 00.4
Yes No No 34.5 21.2 09.0 0.113 0.237 39.0 24.6 09.7 15.5 07.4 01.6
Yes Yes No 34.7 21.1 08.8 0.119 0.238 41.3 25.6 10.0 17.2 07.9 01.6
Yes Yes Yes 38.3 23.7 09.9 0.152 0.258 45.5 28.8 11.4 21.0 09.9 02.0

Table 4: Ablation study of DBNet’s major components. The visual pathway is based on the 16-layer VGGNet.
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Detection results from our work. 

Detection: Boxes with SOLID edges.
Ground truth: Semi-transparent boxes with DASHED edges.



Typical previous works (based on captioning)

• Based on generative models for image captioning.
• The posterior probability in the huge language space is hard to model.
• Only positive training samples (matched box and text)
• Or a limited amount of negative training samples (mismatched box and text)
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Discriminative Bimodal Networks (DBNet)
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• Fully discriminative: matching probability
• A classifier to model a binary output
• Extensive use of negative text-box pairs
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• Spatial overlapping based labeling 

• Text similarity based augmentation 
of uncertain phrases

DBNet: Training labels for text-box pairs
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Experiments: Localization in Single Images

• Visual Genome dataset
• VGGNet is the default backbone image network 

Method Accuracy/% for IoU@ Median 
IoU

Mean
IoU0.3 0.5 0.7

DenseCap 25.7 10.1 2.4 0.092 0.178
SCRC 27.8 11.0 2.5 0.115 0.189
DBNet 38.3 23.7 9.9 0.152 0.258
DBNet (ResNet) 42.3 26.4 11.2 0.205 0.284



Experiments: Detection in Multiple Images

• We propose a new evaluation protocol for detection with text queries
• 3 difficulty levels: increasing numbers of negative images per phrase 

• Mean AP (mAP): each phrase has its own decision threshold
• Global AP (gAP): all phrases share the same decision threshold

(requires scores to be calibrated over phrases)

Difficulty level: 0 1 2
AP / % mAP gAP mAP gAP mAP gAP

DenseCap 15.7 0.5 10.0 0.3 1.7 0.0
SCRC 16.5 0.5 16.3 0.4 12.8 0.2
DBNet 30.0 10.8 28.8 9.9 17.7 3.9
DBNet (ResNet) 32.6 11.5 31.2 10.7 19.8 4.3
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Figure 5: Qualitative detection results of DBNet with ResNet-101. We show detection results of six different text phrases on each image.
For each image, the colors of bounding boxes correspond to the colors of text tags on the right. The semi-transparent boxes with dashed
boundaries are ground truth regions, and the boxes with solid boundaries are detection results.
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Detection results from our work. 

Detection: Boxes with SOLID edges.
Ground truth: Semi-transparent boxes with DASHED edges.

Thank you!

Data, Code & Models:

http:// DBNet.link


