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Structural representations of images
• Computer vision seeks to understand visual structures.

• Poses, contours, 3D shapes, …
• Physically conceptualized, perceptible by humans

• Deep neural networks can learn latent representations.
• Desired properties: distributed, sparse, transferable, …
• Not as conceptualized and interpretable as explicit structures

• Extra supervision is needed to bridge the gap between latent 
representations and explicit structures

• costly to obtain and often unavailable
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Structural representations of images
• Computer vision seeks to understand visual structures.

• Poses, contours, 3D shapes, …
• Physically conceptualized, perceptible by humans

• Deep neural networks can learn latent representations.
• Desired properties: distributed, sparse, transferable, …
• Not as conceptualized and interpretable as explicit structures

• Typically, extra supervision is needed to bridge the gap between 
latent representations and explicit structures

• costly to obtain and often unavailable

Can we train a deep neural network to get image 
representations of explicit structures without supervision?
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The explicit structure

• We consider a specific type of explicit structures:

• Compact representation of object shapes

• Generally applicable to many object categories

Object landmarks

Can we train a deep neural network to get image 
representations of explicit structures without supervision?
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• A fully differentiable neural 
network architecture

• The image reconstruction can encourage 
the learning of informative landmarks and features.
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Overview of our neural network architecture
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Related work:
James Thewlis, Hakan Bilen, and Andrea Vedaldi, 
“Unsupervised learning of object landmarks by factorized spatial embeddings,” 
In ICCV, 2017.

Unsupervised 
landmark discovery

• A differentiable formulation
• Unsupervised constraints to 

define a valid landmark detector
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Landmark detector: Architecture

Encoder-decoder 
with skip-links Foreground Background
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From heatmaps to coordinates
Ours:

A foreground 
heatmap

Isotropic Gaussian  
approximation

• Averaged coordinate weighted by the heatmap
• (x,y) is differentiable with respect to the heatmap
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Landmark discovery

• The neural network can be used to output landmark coordinates.

• However, without additional training objectives, 
the landmark coordinates can be arbitrary latent features.

(x1, y1)
(x2, y2)

…
(xK, yK)

Can be arbitrary
without physical 

meanings

3 desirable properties for a landmark detector
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Original 
heatmap

Gaussian 
heatmap

Property 1: Concentration of heatmap values

For a detector, 
the output heatmap should 
concentrate in a local region.

• Encourage the Gaussian 
variance to be small.

Earlier
stage

Later
stage
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Property 2: Separation of landmarks

• Different landmarks should cover different visual semantics.  

• Penalize if the pairwise distances among landmarks are too small.

Concentration constraint As a detection confidence map
for a single location, the mass of Dk need to be concen-
trated in a local region. Taking Dk as the density of a bi-
variate distribution on the image coordinate, we compute its
variance �2

det,u and �
2
det,v along the two axes. We define the

concentration constraint loss as follows to encourage both
variances to be small.

Lconc =
⇡e

2

�
�
2
det,u + �

2
det,v

�2
. (7)

The above equation makes Lconc the exponential of the
entropy of the isotropic Gaussian distribution N ((xk, yk),
diag(�2

det,�
2
det)), where �

2
det = (�2

det,u + �
2
det,v)/2. This

Gaussian distribution can be taken as an approximation of
Dk, and lower entropy indicates a more peaked distribution.
Separation constraint The K landmarks are expected to
cover different local regions of the image. Ideally, the au-
toencoding training objective can automatically encourage
landmarks to be distributed at different locations so that the
whole image can be reconstructed. However, because of the
initial randomness in the detection confidence map D, the
mean coordinates that define the landmark locations can be
all around the image center, resulting in local optima from
which the gradient descent optimizer may not easily escape.
Consequently, the autoencoder can focus only on the local
region with clustered landmarks and overlook the remain-
der. To circumvent this difficulty, we introduce an explicit
loss to spatially separate the landmarks:

Lsep =
1,...,KX

k 6=k0

exp

 
�
k(xk0 , yk0)� (xk, yk)k22

2�2
sep

!
. (8)

Equivariance constraint Most importantly, a landmark
should locate a stable local pattern (with definite seman-
tics). This requires landmarks to show equivariance to im-
age transformations. More specifically, a landmark should
move according to the transformation (e.g., camera and ob-
ject motion) applied to the image if the corresponding vi-
sual semantic still exists in the transformed image. Let
g(·, ·) be a coordinate transformation that map image I to
I0(u, v) = I(g(u, v)), and `0 = [x0

1, y
0
1, . . . , x

0
K
, y

0
K
]> =

landmark(I0). We ideally have g(x0
k
, y

0
k
) = (xk, yk), in-

ducing the soft constraint

Leqv =
KX

k=1

kg(x0
k
, y

0
k
)� (xk, yk)k

2
2 , (9)

This loss function is well defined when g is known. Inspired
by Thewlis et al. [62], we simulate g by a thin plate spline
(TPS) [4] with random parameters. We use random trans-
lation, rotation, and scaling to determine the global affine
component of the TPS; and, we spatially perturb a set of
control points to determine the local TPS component. Be-
sides the conventional way of selecting TPS control points

at a predefined uniform grid (as used in [62]), we also take
the landmarks detected by the current model as the con-
trol points to improve simulated transformation’s focus on
key image patterns. The two sets of control points are al-
ternatively used in each optimization iteration with 7 : 3
chance. Moreover, when training sample appear in the form
of video, we can also take the dense motion flow as g and
the actual next frame as I0.
Cross-object correspondence Our model does not explic-
itly ensure the semantic correspondence among the land-
marks discovered on different object instances. The cross-
object semantic stability of the landmarks mainly relies on
the fact that visual patterns activating the same convolu-
tional filter are likely to share semantic similarities.

3.3. Local latent descriptors
For simple images focusing on object shapes, like in

MNIST [30] (see results for MNIST in the supplementary
materials), multiple landmarks are largely sufficient to de-
scribe the shapes. For color images, however, landmarks are
generally insufficient to encode all major information of the
visual content. Extra latent representations are needed to
encode complementary information. Those latent represen-
tations should neither encode too much holistic information
that can overwhelm the image structures reflected by the
landmarks; otherwise, the autoencoder would not provide
enough driving force to localize landmarks at meaningful
locations. To this end, we attach a low-dimensional local
descriptor to each landmark.

An hourglass-style neural network is introduced to ob-
tain a feature map F, which has the same size as the detec-
tion confidence map D and encodes higher-level informa-
tion in the meanwhile:

F = hourglass
f
(I;�f ) 2 RW⇥H⇥S

. (10)

We design the architecture of hourglass
f

in a way that the
receptive field of a pixel in F is significantly smaller than
the size of the input image, so a single pixel of F cannot
encode the entire image. Note that F is in a feature space
shared among all landmarks and has S channels.

For each landmark, we use an average pooling weighted
by the normalized confidence map Dk to extract the fea-
ture in the shared space at the landmark location, and then
we use a learnable linear operator to map the feature rep-
resentation into a lower-dimensional individual space. In
particular, the latent descriptor for the k-th landmark is

fk = Wk

HX

v=1

WX

u=1

�
Dk(u, v) · F(u, v)

�
2 RC

, (11)

where C < S. The landmark-specific linear operator en-
ables each landmark descriptor to encode a particular pat-
tern in limited bits. We can also use (11) to extract a low-
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Property 3: Equivariance
• For a transformation g that does not change local visual semantics.
• The landmarks on the two images should satisfy the same 

transformation g.
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Property 3: Equivariance

• Equivariance for landmark discovery has been explored by Thewlis et al, 2017. 

• Ours are directly formulated on the landmark coordinate.

Concentration constraint As a detection confidence map
for a single location, the mass of Dk need to be concen-
trated in a local region. Taking Dk as the density of a bi-
variate distribution on the image coordinate, we compute its
variance �2

det,u and �
2
det,v along the two axes. We define the

concentration constraint loss as follows to encourage both
variances to be small.

Lconc =
⇡e

2

�
�
2
det,u + �

2
det,v

�2
. (7)

The above equation makes Lconc the exponential of the
entropy of the isotropic Gaussian distribution N ((xk, yk),
diag(�2

det,�
2
det)), where �

2
det = (�2

det,u + �
2
det,v)/2. This

Gaussian distribution can be taken as an approximation of
Dk, and lower entropy indicates a more peaked distribution.
Separation constraint The K landmarks are expected to
cover different local regions of the image. Ideally, the au-
toencoding training objective can automatically encourage
landmarks to be distributed at different locations so that the
whole image can be reconstructed. However, because of the
initial randomness in the detection confidence map D, the
mean coordinates that define the landmark locations can be
all around the image center, resulting in local optima from
which the gradient descent optimizer may not easily escape.
Consequently, the autoencoder can focus only on the local
region with clustered landmarks and overlook the remain-
der. To circumvent this difficulty, we introduce an explicit
loss to spatially separate the landmarks:

Lsep =
1,...,KX

k 6=k0

exp
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Equivariance constraint Most importantly, a landmark
should locate a stable local pattern (with definite seman-
tics). This requires landmarks to show equivariance to im-
age transformations. More specifically, a landmark should
move according to the transformation (e.g., camera and ob-
ject motion) applied to the image if the corresponding vi-
sual semantic still exists in the transformed image. Let
g(·, ·) be a coordinate transformation that map image I to
I0(u, v) = I(g(u, v)), and `0 = [x0
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0
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]> =
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This loss function is well defined when g is known. Inspired
by Thewlis et al. [62], we simulate g by a thin plate spline
(TPS) [4] with random parameters. We use random trans-
lation, rotation, and scaling to determine the global affine
component of the TPS; and, we spatially perturb a set of
control points to determine the local TPS component. Be-
sides the conventional way of selecting TPS control points

at a predefined uniform grid (as used in [62]), we also take
the landmarks detected by the current model as the con-
trol points to improve simulated transformation’s focus on
key image patterns. The two sets of control points are al-
ternatively used in each optimization iteration with 7 : 3
chance. Moreover, when training sample appear in the form
of video, we can also take the dense motion flow as g and
the actual next frame as I0.
Cross-object correspondence Our model does not explic-
itly ensure the semantic correspondence among the land-
marks discovered on different object instances. The cross-
object semantic stability of the landmarks mainly relies on
the fact that visual patterns activating the same convolu-
tional filter are likely to share semantic similarities.

3.3. Local latent descriptors
For simple images focusing on object shapes, like in

MNIST [30] (see results for MNIST in the supplementary
materials), multiple landmarks are largely sufficient to de-
scribe the shapes. For color images, however, landmarks are
generally insufficient to encode all major information of the
visual content. Extra latent representations are needed to
encode complementary information. Those latent represen-
tations should neither encode too much holistic information
that can overwhelm the image structures reflected by the
landmarks; otherwise, the autoencoder would not provide
enough driving force to localize landmarks at meaningful
locations. To this end, we attach a low-dimensional local
descriptor to each landmark.

An hourglass-style neural network is introduced to ob-
tain a feature map F, which has the same size as the detec-
tion confidence map D and encodes higher-level informa-
tion in the meanwhile:

F = hourglass
f
(I;�f ) 2 RW⇥H⇥S

. (10)

We design the architecture of hourglass
f

in a way that the
receptive field of a pixel in F is significantly smaller than
the size of the input image, so a single pixel of F cannot
encode the entire image. Note that F is in a feature space
shared among all landmarks and has S channels.

For each landmark, we use an average pooling weighted
by the normalized confidence map Dk to extract the fea-
ture in the shared space at the landmark location, and then
we use a learnable linear operator to map the feature rep-
resentation into a lower-dimensional individual space. In
particular, the latent descriptor for the k-th landmark is

fk = Wk

HX

v=1

WX

u=1

�
Dk(u, v) · F(u, v)

�
2 RC

, (11)

where C < S. The landmark-specific linear operator en-
ables each landmark descriptor to encode a particular pat-
tern in limited bits. We can also use (11) to extract a low-

(Thewlis et al, 2017) James Thewlis, Hakan Bilen, and Andrea Vedaldi, 
“Unsupervised learning of object landmarks by factorized spatial embeddings,” In ICCV, 2017.

• For a transformation g that does not change local visual semantics.
• The landmarks on the two images should satisfy the same 

transformation g.

g
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Property 3: Equivariance – the transformation
• Random thin-plate-spline (TPS) to synthesize the transformation g

• Global affine: Translation, Scaling, Rotation
• Local TPS: 

• For videos, also use the optical flows as the transformation g
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• Weighted average-pooling with 
differentiable pooling masks
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Overview of our neural network architecture
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• Reverting the landmark and 
feature encoding
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Experimental results
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Landmark discovery: Faces, 10 landmarks
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(Thewlis et al.) James Thewlis, Hakan Bilen, and Andrea Vedaldi, 
“Unsupervised learning of object landmarks by factorized spatial embeddings,” In ICCV, 2017.
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Unsupervised discovery: Faces, 30 landmarks
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Unsupervised landmark discovery: Cat head
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Unsupervised landmarks: shoes, cars, animals, MNIST
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Unsupervised landmark discovery: Human3.6M
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Quantitative evaluation: Regression to Ground Truth Landmarks
• Train a linear regression model to map the discovered landmark to 

human-annotated landmarks without finetuning the neural 
network.

Linear 
regression

Discovered 
landmarks

Human-annotated 
landmarks
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Semi-supervised learning

• Better landmark detector using less training samples
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Cars, cat heads, human bodies
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Cars, cat heads, human bodies
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Facial attribute classification
• Landmark coordinates as visual representations

• Predicting 13 binary facial attributes that are related to the facial shape.
Arched Eyebrows, Bags Under Eyes, Big Lips, Big Nose, Double Chin, High Cheekbones, Male, 

Mouth Slightly Open, Narrow Eyes, Oval Face, Pointy Nose, Receding Hairline, Smiling

Method Feature 
dimension Accuracy

Ours (discovered landmarks) 60 83.2
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Facial attribute classification

[FaceNet] Florian Schroff, Dmitry Kalenichenko, and James Philbin, “FaceNet: A unified embedding 
for face recognition and clustering,” in CVPR, 2015

• Landmark coordinates as visual representations

• Predicting 13 binary facial attributes that are related to the facial shape.
Arched Eyebrows, Bags Under Eyes, Big Lips, Big Nose, Double Chin, High Cheekbones, Male, 

Mouth Slightly Open, Narrow Eyes, Oval Face, Pointy Nose, Receding Hairline, Smiling

Method Feature 
dimension Accuracy

Ours (discovered landmarks) 60 83.2
FaceNet (top-layer) 128 80.0
FaceNet (conv-layer) 1792 82.4
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Image manipulation

• Discover landmarks and extract latent features from an image.

• Manipulate the landmarks to generate new images / videos.
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Image manipulation
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Image manipulation: Human body

• Discover landmarks and extract latent features from an image.

• Manipulate the landmarks to generate new images / videos.
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Conclusions

• Unsupervised object landmark discovery as image representations 
with explicit structures

• A fully differentiable neural network architecture
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Conclusions

• Unsupervised object landmark discovery as image representations 
with explicit structures

• A fully differentiable neural network architecture

• Our unsupervised model can
• produce meaningful landmarks
• perform competitively to supervised facial landmark detector
• provide a neural-network interface that humans can manipulate
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Poster E19
Thank you!
Project page
(Code & results):
http://ytzhang.net/projects/lmdis-rep

Unsupervised Discovery of Object Landmarks as Structural Representations


